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ABSTRACT

Machine learning (ML) has become a prevalent approach to tame
the complexity of design space exploration for domain-specific ar-
chitectures. While appealing, using ML for design space exploration
poses several challenges. First, it is not straightforward to identify
the most suitable algorithm from an ever-increasing pool of ML
methods. Second, assessing the trade-offs between performance
and sample efficiency across these methods is inconclusive. Finally,
the lack of a holistic framework for fair, reproducible, and objective
comparison across these methods hinders the progress of adopt-
ing ML-aided architecture design space exploration and impedes
creating repeatable artifacts. To mitigate these challenges, we in-
troduce ArchGym, an open-source gymnasium and easy-to-extend
framework that connects a diverse range of search algorithms to
architecture simulators. To demonstrate its utility, we evaluate
ArchGym across multiple vanilla and domain-specific search algo-
rithms in the design of a custom memory controller, deep neural
network accelerators, and a custom SoC for AR/VR workloads,
collectively encompassing over 21K experiments. The results sug-
gest that with an unlimited number of samples, ML algorithms
are equally favorable to meet the user-defined target specification
if its hyperparameters are tuned thoroughly; no one solution is
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necessarily better than another (e.g., reinforcement learning vs.
Bayesian methods). We coin the term “hyperparameter lottery” to
describe the relatively probable chance for a search algorithm to
find an optimal design provided meticulously selected hyperparam-
eters. Additionally, the ease of data collection and aggregation in
ArchGym facilitates research inML-aided architecture design space
exploration. As a case study, we show this advantage by developing
a proxy cost model with an RMSE of 0.61% that offers a 2,000-fold re-
duction in simulation time. Code and data for ArchGym is available
at https://bit.ly/ArchGym.
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1 INTRODUCTION

Hardware customization [18, 20, 29, 46, 47, 68, 89, 99, 103] has
played a pivotal role in realizing the potential of machine learn-
ing in various applications [4, 17, 23, 48, 56, 70, 102]. The stag-
nation of Moore’s law and the increasing demand for compute
efficiency [12, 19, 83, 90] have propelled the field towards pur-
suing extreme domain-specific customization. While intriguing,
this direction poses several challenges. The immense number of
design parameters across the compute stack leads to a combinato-
rial explosion of the search space [37, 89, 108]. Within this space,
numerous infeasible design points further complicate optimiza-
tion [37, 57]. Additionally, the diversity of the application landscape
and the unique characteristics of the search space across the com-
pute stack challenge the performance of conventional optimization
methods. To address these challenges, both industry [70, 85, 98] and
academia [37, 41, 51, 52, 86, 89, 97] have turned towards ML-driven
optimization to meet stringent domain-specific requirements. Al-
though prior work has demonstrated the benefits of ML in design
optimization, the lack of reproducible baselines hinders fair and
objective comparison across different methods.

First, selecting the most suitable algorithms and gauging the role
of hyperparameters and their efficacy is still inconclusive. There are a
wide range of ML/heuristic methods, from random walker [106] to
reinforcement learning (RL) [96], that can be employed for design
space exploration (DSE). For example, recent work has applied
Bayesian [84, 92], data-driven offline [89], and RL [51] optimization
methods for architecture parameter exploration of Deep Neural
Network (DNN) accelerators. While these methods have shown
noticeable performance improvement over their choice of baselines,
it is not evident whether the improvements are because of the
choice of optimization algorithms or hyperparameters. To ensure
reproducibility and facilitate widespread adoption of ML-aided
architecture design space exploration, it is imperative to outline a
systematic benchmarking methodology.

Second, while simulators have been the backbone of architec-
tural innovations, there is an emerging need to address the trade-offs
between accuracy, speed, and cost in architecture exploration. The
accuracy and performance estimation speed widely varies from one
simulator to another, depending on the underlying modeling details
(e.g. cycle-accurate [15, 65]→ transaction-level simulator [67, 95]
→ analytical model [6, 10, 58, 78, 104] → ML-based proxy mod-
els [36, 54, 69, 97]). While analytical or ML-based proxy models
are nimble by virtue of discarding low-level details, they generally
suffer from high prediction error. Also, due to commercial licens-
ing, there can be a strict limits on the number of samples collected
from a simulator [33]. Overall, these constraints exhibit distinct
performance vs. sample efficiency trade-offs, affecting the choice
of optimization algorithm for architecture exploration. Therefore,
it is challenging to delineate how to systematically compare the
effectiveness of various ML algorithms under these constraints.

Lastly, rendering the outcome of DSEs into meaningful artifacts
such as datasets is critical for drawing insights about the design
space. It is commonly known that the landscape of ML algorithms is
rapidly evolving and some ML algorithms [59] need data to be use-
ful. Solely in the RL domain, we have witnessed the emergence of
several algorithmic formulations (e.g. PPO [88], SAC [34], DQN [71],
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Figure 1: ArchGym comprises two main components: the

‘ArchitectureFoo’ environment and the ‘Agent’. Architecture-

Foo encapsulates the cost model, which can be a simulator

(e.g., DRAMSys [95]), a roofline model (e.g., FARSI [10]), an

analytical model (e.g., MASTERO [58]), or even real hard-

ware. Similarly, the second component, Agent, is an abstrac-

tion of a policy and hyperparameters (see Section 4). With a

standardized interface that connects these two components,

ArchGym provides a unified framework for evaluating differ-

ent machine learning-based search algorithms fairly while

also saving the exploration data as the ArchGym Dataset. By

using ArchGym, researchers and practitioners can compare

and evaluate the performance of different algorithms in a

consistent and systematic manner.

DDPG [62]) solving a variety of problems. In parallel, recent efforts
have employed offline RL [59] methods to amortize the cost of data
collection. In this rapidly evolving ecosystem, it is consequential to
ensure how to amortize the overhead of search algorithms for architec-
ture exploration. It is not apparent, nor systematically studied how
to leverage exploration data while being agnostic to the underlying
search algorithm.

To alleviate these challenges, we introduceArchGym (See Fig. 1),
an open-source gymnasium to analyze and evaluate various ML-
driven methods for design optimization. ArchGym reinforces using
the same interface between search algorithms and performance
models (e.g. architecture simulator or proxy cost models), enabling
effective mapping of variety of search algorithms. This interface
also forms the scaffold to develop baselines for comparison and
benchmarking of search algorithms, as they continue to evolve and
grow. Furthermore, ArchGym provides an infrastructure to collect
and share datasets in a reproducible and accessible manner, which
organically advances the understanding of the underlying design
spaces and improves the status quo search algorithms.

We perform more than 21,600 experiments corresponding to
around 1.5 billion simulations across four architectural design space
exploration problems, (1) DRAM memory controller, (2) DNN ac-
celerator, (3) SoC design, and (4) DNN mapping. We use five com-
monly used search algorithms and comprehensively sweep their
associated hyperparameters. Our evaluation shows that there are
significant variations in the final performance of these algorithms.
For instance, we observe a statistical spread in the performance of
different search algorithms of up to 90%, 20%, and 40% for DRAM
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Table 1: Prior works using ML for optimizing architectural

components.

Prior Work ML-Method Architecture Component

DRL-NOCS [64] Reinforcement Learning Network-on-Chips
GAMMA [52] Genetic Algorithm ML Accelerator Mapping
PRIME [57] Data-Driven Offline Learning ML Accelerator Datapath

Reagen. et. al. [84] Bayesian Optimization NN HW-SW Co-Design
FAST [108] Linear Combinatorial Swarms NN HW-SW Co-Design

Ipek. et. al. [43] Reinforcement Learning DRAM Memory Controller
Zhang. et. al. [109] Ant Colony Optimization Circuit Parameters
Compiler Gym [21] Reinforcement Learning Compiler Optimization

ArchGym (This Work) ML * (BO, GA, RL, ACO ...) Architecture* (DRAM, SoC, Mapping etc)

memory controller, DNNAccelerator, and SoC design, respectively.1
Including outliers, each algorithm yields at least one configuration
that achieves the best objective across different design spaces.

These observed variations is the results are primarily a conse-
quence of hyperparameter selection, as yet an open research prob-
lem [107]. The choice of optimal hyperparameter values depends
on the characteristics of the ML algorithm as well as the under-
lying domain. However, commonly used hyperparameter tuning
techniques [8, 28, 74] introduce another layer of complexity. That
is, identifying the optimal hyperparameters for architecture DSE
remains non-trivial, an improbable task akin to winning a lottery,
requiring significant amount of resources. This “hyperparameter
lottery” describes the comparable chance of an algorithm to attain
an optimal solution.2 Finally, in contrast to common wisdom, our
analyses suggest that the evaluated search methods are equally fa-
vorable across different design space exploration problems. Below
we summarize the main contributions of our work:
• We design and open source the ArchGym framework for ML-
aided architecture design space exploration, enabling systematic
evaluation and objective comparison of search algorithms.

• Leveraging this framework, we show that, contrary to common
wisdom, the evaluated search algorithms are all equally favorable
for architecture design space exploration, no one algorithm (e.g.
RL or Bayesian methods or GA) is necessarily more promising.

• We argue that to fairly compare ML algorithms, it is crucial
to take into account the cost of hyperparameter optimization,
such as access to hardware simulator samples. Without proper
evaluation metrics, the effectiveness of search algorithms can be
misleading to realize the potential of ML-aided design.

• We release a set of curated datasets that are useful for build-
ing high-fidelity proxy cost models. Such proxy cost models are
often orders of magnitude faster compared to conventional cycle-
accurate simulators, mitigating the trade-off between speed and
accuracy in architecture exploration.

• Building off the intuition that increasing dataset size improves
accuracy, we show that adding diversity, enabled by ArchGym,
can reduce the average root mean square error by up to 42×.

2 BACKGROUND AND RELATEDWORK

Though ML can be used for many classes of optimization prob-
lems, in this paper, we center our study to architecture design space
exploration problems. Architecture DSE corresponds to a class of
problems that uses search algorithms to navigate the architecture
1We measure the statistical spread by reporting the interquartile range.
2We refer to a design as optimal as long as it meets all user-defined criteria for a target
hardware, for example latency < 𝐿.
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Figure 2: Agent and its policy are used to determine optimal

parameter selection. For example, in an RL agent, the policy

is typically a neural network. In Genetic algorithms (GA), the

policy is a genome. In BO, the policy is a surrogate model; in

ACO, the policy is a probabilistic model. The policies in each

of these agents determine the parameter selection. For ex-

ample, in micro-architectural resource allocation problems,

parameters can be any micro-architectural parameters such

as cache size or PE counts.

parameter design space. This generally forms a prohibitively large
search space, and as a result an intractable problem for manual
search. Hence, architects commonly employ heuristics or ML-aided
search algorithms to navigate the space in the pursue of efficient
designs. One of the commonmetrics to asses the efficiency of search
algorithms is the number of requisite samples before reaching an
optimal solution. The search algorithm iteratively suggests param-
eter values for a given workload (or set of workloads). The fitness
(i.e., how good a particular parameter selection is) of these selections
is determined by a cost model. For architecture DSE, this cost model
can be a time- and resource-consuming cycle-accurate simulators
or a relatively fast inaccurate analytical models.

While an exhaustive search may be feasible when number of
parameters is modest, such approach is not practical even in auto-
mated DSE frameworks [22, 40, 94]. A growing body of work has
used analytical models [53, 75], sampling techniques [91, 105], and
statistical simulation [25, 76, 82] to navigate large search spaces.
However, the continued increase in configurable architecture pa-
rameters [89, 108] is expanding the design space [50], straining
conventional search methods.

To mitigate this, ML algorithms have been widely employed in
searching architectural parameters with inspiring results as some
are highlighted Table 1. Bayesian optimization (BO) [9, 84, 110] is a
popular technique for tuning architectural parameters. However,
since the time complexity of BO is cubic to the number of sam-
ples [66, 101], it is yet to be seen if BO can successfully converge
on extremely large design spaces [51, 57, 108]. Alternatively, single
agent RL is used for data path and mapping optimization for DNN
accelerators [51], identifying quantization levels [26], and commer-
cial chip floor planning [70]. However, it is commonly-known that
RL algorithms are sample inefficient [13, 44] and susceptible to
variations in hyperparameter initialization [45]. It is evident that
both the machine learning and hardware communities could bene-
fit from developing stronger introspection skills in order to create
more resilient and dependable RL optimization algorithms.

3 DESIGN AND IMPLEMENTATION

Our primary objectives in ArchGym is to apply ML approaches
for architecture design space exploration, fairly compare their per-
formance, and provide an infrastructure for collecting exploration
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Table 2: The similarity between various ML-based search algorithms. ArchGym uses these similarities to integrate the different

algorithms into a standard, unified interface.

Qn Search Algorithms

Requirements

Reinforcement

Learning

Bayesian

Optimization

Ant-Colony

Optimization

Genetic

Algorithms

Q1

Policy will determine
the actions

Surrogate model
will determine the

actions

Pheromones will determine
the actions

Genome will determine
the actions

Reward/Fitness
is needed

Q2

Reward is used
as feedback

Fitness is used as
feedback

Fitness value will determine
pheromone concentration

Fitness value will determine
which candidates need to reproduce

State of the simulator/observation is
needed to understand how good/bad it is.

Q3 Hyperparameters in RL algorithm Acquisition
Function

Stochastic model will determine
when to explore vs exploit Mutation/Cross-over operation Intrinsic to Agent

datasets. Additionally, we aim to understand the relevant trade-offs
associated with different ML algorithms.

ArchGym consists of three main components, namely Gym Envi-
ronment, Agents, and Interface Signals. Figure 1 outlines a high-level
view of these components inArchGym. Our proposed search frame-
work is designed to bemodular and flexible to exchange the architec-
tural problem under study as well as ML agents in a straightforward
manner. To achieve this, we wrap each architectural component
into an ArchGym environment. The architectural cost model can
be a cycle-accurate simulator, analytical model, an ML-based cost
model, or alternatively silicon hardware. There are bi-directional
interface signals from the ArchGym environment to the agents.
Each agent, irrespective of its type (e.g., Bayesian optimization,
reinforcement learning, ant colony optimization), uses the exact
same interface signals to interact with ArchGym environments.

3.1 Environment

Each environment is an encapsulation of the architecture cost model
alongwith the target workload(s). The architecture costmodel deter-
mines the cost of running the workload, given a set of architecture
parameters. For example, the cost can be latency, throughput, area,
energy, or any other combinations of user-defined performance
metrics. Fig. 1 outlines various components in the environment. We
expound each part in the following.
Architecture cost model. Depending upon the architecture un-
der study, ‘ArchitectureFoo’ (see Fig. 1) can be replaced with rep-
resentative architecture cost model. This is a placeholder for an
architecture cost model in which a user intends to apply ML meth-
ods for design space exploration. For instance, if the user wants
to use ML for architecture design space exploration of a memory
controller, the ArchitectureFoo would be replaced by DRAMGym,
which encapsulates the DRAM architecture cost model. Similarly, if
the user wants to employ ML for design space exploration of DNN
accelerators, ArchitectureFoo would be replaced by TimeloopGym
which encapsulates Timeloop [78]. Finally, for a complex SoC for
AR/VR workloads, we can encapsulate FARSI [10] as a FARSIGym
to provide the SoC cost model.
Target Workload(s).Workloads are the integral components in
ArchGym. Each workload representation can be diverse and vary
significantly depending upon the component the user intends to op-
timize. For instance, in the case of optimizing memory controllers,
the workload could be memory access traces of a particular appli-
cation. Likewise, for DNNs, the workload can be represented as
a graph or information about various layers. Similarly, an AR/VR

workload can be represented as a task graph where each task can
be mapped to different IPs in an SoC.

3.2 Agent

We define ‘Agent’ as an encapsulation of the machine learning
algorithm used for search. An ML algorithm consists of ‘hyperpa-
rameters’ and a guiding ‘policy’. The hyperparameter is intrinsic to
an algorithm which can significantly influences its performance. A
policy, on the other hand, determines how the agent selects a param-
eter iteratively to optimize its target objective. To further reinforce
this abstraction, we seed our infrastructure with five agents from
recently developed search algorithms, namely, Ant-Colony Opti-
mization [31], Bayesian Optimization [72], Genetic Algorithms [16],
Random Walker agent [106], and Reinforcement Learning [96] to
solve the same set of architectural design space exploration prob-
lems. Figure 2 demonstrates the four agents that we develop and
integrate in ArchGym. The random walker algorithm [106], which
is not shown in this figure, is merely a random search with a random
number generator as its policy.

As shown in Table 1, these algorithms are commonly used in
hardware design at different abstraction levels. For example, BO has
been used in efficient accelerator design space exploration [84] and
in selecting the best coherency interfaces for hardware accelerators
on SoCs [9]. RL has been used for DNN architecture design [51], chip
floor planning [70], and exploring router-less NoC designs [63]. GA
has been used in design space exploration of heterogeneous multi-
processor embedded systems [73] and behavioral IPs [87]. ACO
has been applied to solving long-standing compiler optimization
problems [93] and has been used in high-level synthesis design
space exploration [30].

3.3 Interface

AnAgent’s role in architecture design space exploration is to output
a set of parameter selections according to its policy. This parameter
selection acts as an input signal to theArchGym environment. Like-
wise, the ArchGym’s environment outputs the state information of
the architecture cost model and a feedback signal back to the agent.
We need interface signals to facilitate these communications be-
tween the agent and the ArchGym. Three main signals are needed:
action, observation, reward (Fig. 1). They all use these signals
to optimize their target objective regardless of the agent type.

ArchGym uses the OpenAI gym interface to expose the param-
eters to all machine learning algorithms. The action is used as
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Table 3: Summary of the Gym environments in experimental setup. Objective is to optimize reward via optimal actions.

Gym

Environment

Simulator Workload Action Observation Reward

DRAMGym DRAMSys [95]
Memory Trace

(i.e., Streaming Access Pattern, Random Access Pattern)
Memory Controller Parameters

(i.e, RefreshPolicy, RequestBufferSize, etc.) <latency, power, energy> 𝑟𝑥 =
𝑋target

|𝑋target−𝑋obs |

TimeloopGym Timeloop [78]
Convolutional Neural Network

(i.e., AlexNet, MobileNet, ResNet-50)
Accelerator Parameters

(i.e., NumPEs, WeightsSPad_BlockSize, etc.) <latency, energy, area> 𝑟𝑥 =
𝑋target

|𝑋target−𝑋obs |

FARSIGym FARSI [10]
AR/VR Audio & Image Processing Task Dependency Graph

(i.e., Audio Decoder, Edge Detection)
System On-Chip Parameters

(i.e., PE_Type, NoC_BusWidth, etc.) <power, performance, area>

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑡𝑜 𝑏𝑢𝑑𝑔𝑒𝑡 =
∑
𝑚 𝛼 ∗ (𝐷𝑚−𝐵𝑚 )

𝐵𝑚

𝑚 ∈ {𝑃𝑒𝑟 𝑓 𝑜𝑟𝑚𝑎𝑛𝑐𝑒, 𝑃𝑜𝑤𝑒𝑟,𝐴𝑟𝑒𝑎}

MaestroGym Maestro [58]
DNN Workloads

(i.e., ResNet18, MobileNet, etc.)
DNN Mapping

(i.e., L1 and L2 mapping, etc.) <runtime, throughput, energy, area> 𝑟𝑥 = 1
𝑋target

the interface to relay the agents actions to the environment. Like-
wise, the observation is used as the interface to relay the state
information of the environment back the agent. Additionally, the
reward is the feedback signal for the agent’s architecture parameter
selection. In the case of RL, this signal is called the reward signal.
Likewise, this reward signal is called fitness in other agents, such as
Bayesian optimization, ACO, and GA. The agent uses this reward
to fine-tune its policy to make better parameter selections in the
future to optimize its target objective.

Since all agents interact with ArchGym environment through
the same interface, we can additionally record each interaction.
We call these interactions trajectories. These trajectory recordings
can be used to construct standardized datasets for training sample
inefficient algorithms, offline algorithms [57], or constructing cost
models for architectural simulators (See Section 6).

3.4 Dataset Generation

One of the unique features of ArchGym is that it can be used to col-
lect standardized datasets across all agents for the same architecture
design space exploration task. Using a standardized interface (Sec-
tion 3.3), ArchGym can log the information exchanges between all
agents and the environment into popular dataset exchange formats
like TFDS [77], RLDS [81]. Over time, accruing these datasets for
similar architecture design space explorations enables new variants
of data-driven offline learning algorithms [89]. Furthermore, as we
demonstrate in Section 7, the diversity in these datasets (from differ-
ent agents) can create high-fidelity proxy cost models to replace the
slow architectural cost models (e.g., cycle-accurate simulators). We
strongly believe a community-wide adoption of ArchGym method-
ology can create useful datasets for tackling fundamental problems
surrounding data scarcity from the architecture cost model and can
significantly speed up architecture design space exploration.

4 INTEGRATION OF NEW ALGORITHMS

In this section, we provide an intuitive explanation of the design
and implementation of ArchGym for ML-aided design space explo-
ration. This approach allows us to better understand the similarities
between different ML search algorithms and serves as a foundation
for adding novel ML-based search algorithms to ArchGym.

The goal of any intelligent agent is to determine the optimal
parameter selection tomaximize (orminimize) the objective. During
the agents’ training process (optimization phase), it has to fine-
tune its policy. To achieve these goals, each agent answers the
following questions: (Q1): How does an agent determine a particular
parameter (action)? ; (Q2)How does an agent use feedback for selecting
a particular parameter and fine-tune the policy? ; (Q3) How does the

agent balance between exploration and exploitation? We tabulate the
answer to these questions for the four agents shown in Table 2.

Given that each agent approaches the same questions differently,
we distill the information exchanged by all these agents to answer
Q1,Q2, andQ3 to standardize the interface. Such standardization of
interfaces provides baselines to objectively compare all the agents
in a fair and reproducible manner.
(Q1) How does each agent select a parameter? In the Q1 sce-
nario, each agent has a policy that allows it to take intelligent
parameter selection. As shown in Fig. 2, RL uses the neural network
policy to determine the action. In BO, the agent’s surrogate model
determines the actions. Likewise, in ACO, the agent has a simple
probabilistic model as a function of pheromone concentration, guid-
ing the ant agent to take a particular action. Lastly, in the case of
GA, the genome of each population determines the actions. Hence,
from an information exchange point of view, each agent outputs
actions (parameters) while the policy being intrinsic to the agent.
Moreover, since each search algorithm is iterative, the agent needs
to output actions at each step/iteration.
(Q2) How does the agent receive feedback after selecting

a parameter? Once the agent selects a parameter, it is relayed
to the environment. The environment performs the simulation
and outputs a feedback signal that the agent uses to fine-tune its
policy. In RL, the reward signal is a function of the optimization
objective (e.g., minimizing latency, area, etc.). In BO, ACO, and
GA, it receives fitness metrics to evaluate the selected parameter
set and fine-tune the policy accordingly. For instance, in an ACO
agent, the pheromone concentration is modulated by this fitness.
Similarly, in BO, the surrogate model is refined. Likewise, GA uses
it to determine the fittest agent for natural selection, which will
result in a new genome. Hence, from an information exchange
point of view, each agent receives a reward/fitness metric, which is
consequently used to fine-tune the policy and take more intelligent
parameter selection.
(Q3) How does the agent balance between exploration and

exploitation? In a large parameter design space, an intelligent
agent should ensure that it shouldn’t get stuck at local maxima or
minima. To learn this, it needs to explore other regions smartly,
even though there is a higher chance that it would be sub-optimal.
The efficacy of each agent in determining the optimal parameter
set depends upon how the agent balances exploration and exploita-
tion. For this purpose, each agent has a set of hyperparameters that
influences how an agent performs exploration and exploitation. For
example, in GA, there are two, namely probability of mutation and
crossover, which allow the GA agent to explore. Similarly, ACO has
a probabilistic model which switches between selecting random
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Parameter Value
NumPEs (14, 336, 14) 

PEArray_XDim 2, 7, 14 

IFMSPad_MemoryDepth (1024, 65536, 2x)

IFMSPad_BlockSize (1, 4, 2x)

IFMSPad_Class regfile, smartbuffer_SRAM, 
smartbuffer_RF, SRAM

WeightsSPad_MemoryDepth (1024, 65536, 2x)

WeightsSPad_BlockSize (1, 4, 2x)

WeightsSPad_Class regfile, smartbuffer_SRAM, 
smartbuffer_RF, SRAM

PSum_MemoryDepth (1024, 65536, 2x)

PSum_BlockSize (1, 4, 2x)

PSum_Class regfile, smartbuffer_SRAM, 
smartbuffer_RF, SRAM

SharedGlobalBuffer_MemoryDept
h

(1024, 65536, 2x)

SharedGlobalBuffer_BlockSize (1, 4, 2x)

SharedGlobalBuffer_NumBanks (16, 128, 2x)

SharedGlobalBuffer_Class regfile, smartbuffer_SRAM, 
smartbuffer_RF, SRAM

Parameter Value
RefreshMaxPostponed (1, 8, 1)

RefreshMaxPulledIn (1, 8, 1)

RequestBufferSize (1, 8, 1)

MaxActiveTransactions (1, 128, 2x)

PagePolicy Open, OpenAdaptive, 
Closed, ClosedAdaptive

Scheduler Fifo, FrFcfsGrp, FrFcfs

SchedulerBuffer Bankwise, ReadWrite, 
Shared

Arbiter Simple, Fifo, Reorder

RespQueue Fifo, Reorder

RefreshPolicy NoRefresh, AllBank

Parameter Value

PE_Type GeneralPurposeProcessor, 
Accelerator

PE_Freq (100, 800, 200)

PE_Count (0, 3, 1)

PE_Unrolling_Type (0, 3, 1)

PE_Unrolling_Arithmetic (1, 2*17, 2)

PE_Unrolling_Geometric (1, 217, 2x)

NoC_Freq (100, 800, 200)

NoC_Count (0, 3, 1)

NoC_BusWidth (4, 256, 4)

Mem_Type DRAM, SRAM

Mem_Freq (100, 800, 200)

Mem_Count (0, 3, 1)

Mem_BusWidth (4, 256, 4)

(a) DRAM Memory Controller (b) Eyeriss-Like Accelerator (c) System On-Chip Architecture

Parameter Value

Filter_X [1:S:1]

Filter_Y [1:R:1]

Input_X [1:X:1]

Input_Y [1:Y:1]

Input Channels [1:C:1]

Number of Filters [1:K:1]

Loop Order <S,R,X,Y,C,K>

Num_Pe 1:1024:2

(d) DNN Mapping

Figure 3: Architecture DSE problem from (a) component-level , (b) accelerator level, and (c) SoC level, and (d) Mapping. A

mixture of numerical and categorical parameters are learned. Numerical parameters are specified in tuple format: (min, max,

step). The total search space for DRAMGym, TimeloopGym, FARSIGym, and MASTEROGym are 1.9e7, 2e14, and 1.6e17, 1e24

(for VGG16 second layer) respectively.

actions or choosing a parameter set that has a higher pheromone
concentration. When the ACO agent chooses a random action, it
facilitates exploration. Likewise, in BO, there is an acquisition func-
tion [72] that facilitates exploration. Lastly, in RL, many methods,
such as adding noise to NN policy and regularization, etc., are em-
ployed to facilitate exploration in reinforcement learning. Hence,
in summary, how agent balances exploration and exploitation is
often an integral part of the agent. Therefore, each agent should
expose its hyperparameters during the agent’s initialization.

We adopt the OpenAI gym [5] interface to integrate all the nec-
essary information exchange to and from the agents. While OpenAI
gym is limited to RL, Arch-Gym supports many other agents thanks
to our observations that all agents can be systematically be bro-
ken down into Q1, Q2 and Q3. For example, in Q1, each agent
uses the policy to determine a set of parameters. Furthermore,
the gym environment provides a step() interface through which
the agent’s action (parameter) can be encapsulated. In the case of
Q2, the step() also returns a feedback signal (e.g., reward/fitness)
which the agents can use to fine-tune its policy. Lastly, in the case of
Q3, each agent’s hyperparameters are innate to the agent’s initial-
ization. Moreover, in certain RL algorithms (e.g., DDPG [62]), noise
is added to the parameters (i.e., action) to allow further exploration.
These noise-induced parameters can be passed through the step().

5 EXPERIMENTAL SETUP

In this section we describe the simulator, workload, and agent imple-
mentations. Table 3 summarizes the key aspects of each simulator,
such as workloads, actions, observation, and rewards. In Figure 3,
we provide the parameter set for each ArchGym environment and
elaborate on our experimental setup. Briefly, we use four environ-
ments to demonstrate the utility of ArchGym and their details
(architecture, parameters, workloads).
Simulators. We developed gym environments for four simula-
tors to demonstrate ArchGym’s generalizability: DRAMGym uses

DRAMSys [49], TimeloopGym uses Timeloop [78] for DNN accel-
erators, FARSIGym uses FARSI [10] for complex SoCs, and Maestr-
oGym uses Maestro [58] for DNN mapping as the simulator.
Workloads. For exploring DRAM memory controller designs, we
use the memory traces provided within DRAMSys [95]. Likewise,
for evaluating several candidate SoC designs, we use AR/VR work-
loads that come prepackaged with the FARSI simulator [10]. We use
Pytorch2Timeloop [78] to convert the CNN models to a format that
Timeloop accepts. Likewise, we use different CNN models available
in Maestro to evaluate the optimal mapping.
Agents. For each agent, we took existing open-source implementa-
tions and modified the interfaces for our architectural design space
problem. For ACO, we adopted Deepswarm [14], which implements
ant colony swarm intelligence. The skopt Python library [1] pro-
vides an implementation of GA Optimization. We use ACME [39]
research framework for RL. Our BO implementation was repur-
posed from the Scikit-opt [2] Python library. For random walker
implementation we used Numpy [35].

6 EVALUATION

We demonstrate how ArchGym evaluates ML algorithms for ar-
chitecture design space exploration in four hardware architecture
components: a DRAM memory controller, a DNN hardware accel-
erator, an SoC, and DNN mapping problem. We then show how
ML algorithm performance varies under different sample efficiency
constraints. Finally, we demonstrate that the dataset collected from
standardized interface from all ML algorithms can aid in construct-
ing a high-fidelity proxy model of the simulator.

The insights from ArchGym are three-fold. First, all ML algo-
rithms can equally find designs for a given target specification, but
their performance is highly sensitive to hyperparameter selection.
Therefore, finding optimal hyperparameters for each algorithm is
akin to a lottery, and an exhaustive search reveals at least one set
of parameters for each algorithm that achieves comparable perfor-
mance (i.e., meets target design) to others.
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(a) Low power (b) Low latency (c) Joint optimization of low latency and power

Figure 4: Hyperparameter lottery across different target objectives: low-power, low latency, and joint optimization of latency

and power for DRAMGym environment. ACO, BO, GA, RL refers to ant colony optimization, Bayesian optimization, genetic

algorithm, and reinforcement learning, respectively. The design that achieves the maximum reward is the best design and

denoted by a star symbol.

Second, normalizing comparisons using sample efficiency is
necessary, as it can be difficult to compare ML algorithms when
each can achieve the best architectural solution given unlimited
resources for hyperparameter optimization. Instead, by considering
the constraints of sample efficiency, such as the number of samples
that can effectively be collected from a given architectural simulator,
a family of ML algorithms can be selected and compared effectively.

Third, ArchGym provides standard interfaces used by all the
ML algorithms. The information passed through this interface can
create a standardized dataset. This feature ensures that each ex-
periment results in a usable artifact, irrespective of the type of ML
algorithm. For instance, the diverse dataset collected from all ML
agents for the same problem can be used to build a proxy model
with better accuracy to overcome the sample efficiency problem of
most slower architecture simulators.

6.1 Hyperparameter Lottery and Domain

Specific Operators

Using ArchGym, we demonstrate that across different optimization
objectives and DSE problems, at least one set of hyperparameters
exists that results in the same performance as other ML algorithms.
A poorly selected (random selection) hyperparameter for the ML
algorithm or its baseline can lead to a misleading conclusion that
a particular family of ML algorithms is better than another. For
instance for some algorithms finding the key set of hyperparameters
is easy. Note that we might still need a large sweep to find the
optimal values for the key hyperparameters. A case in point is
using reinforcement learning or supervised learning algorithms
with enough infrastructure and research momentum to identify
the important set of hyperparameters. On the other hand, for the
algorithms that are fallen out of the limelight, finding the right set
of algorithms requires exhaustive search or even luck to make it
competitive as its baseline.

To demonstrate the existence of the hyperparameter lottery, we
compare the performance of each ML agent for the same architec-
ture optimization problem. ArchGym provides a standardization
interface which makes all the agent solve the problem using the
same environment, target objective. This allows for a fair apples-to-
apples comparison in terms of each agent’s ability to solve the task.

To benchmark the agent’s performance, we compare it across the
following axis: (1) How the target objective affect the ML agent’s
performance? (2) How the complexity of the architecture system
affects the ML Agent’s performance? To that end, we compare
against three objectives namely, power, latency, and joint objective
of minimizing latency and power. Likewise for comparing against
increasing complexity of the architecture system, we vary from
component-level, IP-level, and SoC level. For the component level,
we want to design a custom DRAM memory controller for different
workload traces. For the IP-level, we aim to design a custom neu-
ral network accelerator for different neural network architectures.
Lastly, for the SoC level, we aim to design a custom DSSoC for
different target workloads.
Significant statistical variations. Fig. 4 shows the comparison of
different ML agents (named as ACO, BO, GA, Random Walker, RL)
for the architecture DSE problem of finding optimal memory con-
troller parameters for four different memory traces namely cloud-1,
cloud-2, streaming access, and randommemory access. We evaluate
the performance of the ML agents for three different objectives:
low power, low latency, and multi-objective optimization of latency
and power. As shown in Fig. 4, irrespective of the design objectives,
we see a huge variance in the ML agents’ performance depending
upon the selected hyperparameter choice. In the worst case, there
is up to 90% statistical spread (measured as the interquartile range)
across different workloads and target objectives.

We observe the same trend across varying complexity of the ar-
chitecture systems from component-level to SoC-level architecture
exploration as shown in Fig. 5. For example, we use the streaming
access workload for the DRAM memory controller. For DNN hard-
ware accelerator design, we search for an Eyeriss-like [18] hardware
accelerator for the ResNet50 model. For SoC design, we use FARSI
to evaluate different SoCs for edge detection workload. Likewise
for DNN mapping, we find the best mapper for ResNet18 model.
Overall, on average, we perform more than 1.54 billion hardware
simulations across 20 experimental setups (five for DRAMGym,
TimeloopGym, FARSIGym, and MaestroGym respectively).
Effectiveness of domain specific operators.We takeGAMMA [52],
that uses MAESTRO [58] for simulation, as an example. GAMMA
has introduced domain-specific operators, namely “Aging”, “Growth”,
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Figure 5: Hyperparameter lottery across different simulators

and search algorithms for (a) DRAMGym, (b) TimeloopGym,

(c) FARSIGym, and (d) MaestroGym. For TimeloopGym, FAR-

SIGym, and MaestroGym achieving lower distance or reward

is better.

“reordering”. We compare the performance of GAMMA with four
variants of genetic algorithms: ’GA-V1’ (GA in GAMMA), ’GA+RO’
(GA with reordering only), ’GA+AG’ (GA with aging only), and
’GA+GR’ (GAwith growing). In addition, we integrateMASTERO [58]
into ArchGym for comparisons with ’GA Arch-Gym’, without
domain-specific operators. We perform an extensive hyperparame-
ter sweep (∼4000) experiments running for two days.

Fig. 6 summarizes the results for VGG16 and ResNet18. The re-
sults illustrate that different variants of GA are equally effective in
identifying the favorable design point. Interestingly, GA in Arch-
Gym, which does not have domain-specific operators, achieves
better results than GAMMA. These results further validate that
when evaluating different search algorithms, it is critical to prop-
erly tune both the algorithm and its baselines, before making any
conclusions about the efficiency of algorithms.
Implications. The variation implies a number of implications. First,
the choice of hyperparameter is critical not only for the ML agent of
interest but also equally vital for other baselines when we compare
the performance of different ML algorithms for architecture design
space exploration. Second, after an exhaustive hyperparameter
search of 21,600 experiments for these five ML agents, we found at
least one hyperparameter configuration is equally competitive to
other ML agents. Though, in all likelihood, we may have missed
a lot of hyperparameter combinations which makes our subset of
hyperparameters akin to winning a lottery.
A call to action. The takeaway is that future ML-aided design
requires us to report statistical distributions rather than report the
state-of-the-art ML algorithm for a given architecture exploration
problem. As we use these popular algorithms to tackle longstanding
problems in architecture design space exploration, it is important
to understand pitfalls. Otherwise, it is hard to operationalize the
solutions in production and ensure industry adoption. Moreover,
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(DRAMGym) and ML accelerator design (TimeloopGym) in a

constrained setting, limiting the number of samples accessed

by an algorithm from the simulator.

we must choose algorithms by considering domain challenges (e.g.,
scarcity in architecture datasets, the tradeoff between accuracy
and speed with architecture simulators, etc.) rather than biasing
towards any one algorithm approach since it is popular.

6.2 Trade-off Between ML Methods

Though in Section 6.1, we demonstrated that given a free run (un-
limited number of resources to search), it is possible to find at least
one solution that is equally good as the others. However, as we
consider the key challenges of the architecture domain, we ob-
serve certain trends that can be beneficial in selecting a particular
ML algorithm for the architecture design space exploration. For
instance, estimating the cost (e.g., power, latency, and area) for a
given architecture parameter configuration can vary depending on
the underlying architecture model, from analytical model-based
(fast) to cycle-level (slow), and RTL simulation (extremely slow).

In such a scenario, how many samples we can effectively collect
from the architecture model can be a useful constraint in deter-
mining different trade-offs in selecting a given ML algorithm for
architecture design space exploration.

We use the number of samples from the architecture simulator
as a normalization metric to compare the trade-offs between the
search algorithms. We look at the number of samples we can query
from simulator, in the range of 100, 1K, 100K, and 250K.

Fig. 7 compares different ML agents under sample efficiency
constraints for the DRAMmemory controller problem and DNN ac-
celerator design. The x-axis denotes the number of samples we can
access from the simulator. The y-axis denotes the mean normalized
reward for each agent. We base our observation of the trade-offs
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of time to completion for DRAMGym and FARSIGym.

on dividing the sample count into two regimes, namely the low
sample count regime, and the high sample count regime.
Low sample count. In the low sample count regime (≤10000 sam-
ples), most ML agents perform decently well. Note that even simpler
algorithms like Random walker (denoted as RW) are equally com-
petitive to Bayesian optimization, genetic algorithm, and ant colony
optimization. Finally, it is also worth noting that the performance of
reinforcement learning is poor, as it is known that these algorithms
are extremely sample inefficient.
Higher sample count. In the higher sample count regime ( 100000
samples), we observe that simpler algorithms (with exhaustive hy-
perparameter search) still remain competitive. However, we also see
the performance of the reinforcement learning algorithm improve
drastically compared to the lower sample count regime.

These results suggest that depending upon the speed of the ar-
chitectural models collecting large samples can be prohibitively
expensive; all popular algorithms except sample-inefficient algo-
rithms like RL perform equally well. For an architecture model that
trades speed vs. fidelity, where it is relatively easier to collect large
data, we observe that emerging algorithms like reinforcement learn-
ing show increasingly better performance. However, it is important
to note that other algorithms also remain equally competitive.
Time to Completion. Fig. 8 illustrates the time to completion
of various agents in DRAMGym and FARSIGym environment re-
spectively. However, this comparison is not a fair assessment as
it disregards the fact that some agents, such as ACO and GA, are
multi-agent algorithms with different levels of optimization. ACO,
for example, takes longer to complete as it relies on sequential eval-
uation, whereas GA benefits from parallel evaluation. Additionally,
the run time of RL is comparable to that of RW and BO, despite the
fact that RL is accelerated through GPU implementation.

For these reasons, we use sample efficiency, as a better compari-
son point across differentML agents. Additionally, sample efficiency,
unlike other metrics, such as the time to completion and the num-
ber of hardware resources required depends upon the optimization
effort to parallelize and finetune the ML agent implementation. In
such cases, the number of samples from the simulator is a fair com-
parison because it directly considers the key domain challenges,
such as architecture fidelity, speed, and licensing cost, to get useful
data from the simulator.
Implications. The bottleneck in ML-aided architecture design
space exploration is not the ML algorithm but the sheer slowness in
the high-fidelity architecture cost model. On the one hand, slower
architecture cost models make applying new emerging learning-
based algorithms to architecture design space exploration harder.
On the other hand, a faster architecture cost model allows sample
inefficient learning-based algorithms (e.g., RL) to shine.

Table 4: Architectural parameters found by different search

algorithms for finding a low-power DRAM memory con-

troller (target goal: 1 Watt) design for a pointer chasing mem-

ory access pattern.

Parameter Values

Parameter RL RW BO GA ACO

Page Policy Open Adaptive Open Open Open Adaptive Open
Scheduler Fifo Fifo FrFcFs FrFcFs FrFcFs

SchedulerBuffer Shared Shared Shared ReadWrite Bankwise
Request Buffer Size 1 4 4 1 4

RespQueue Reorder Fifo Reorder Reorder Fifo
Refresh Max Postponed 4 8 4 4 2
Refresh Max Pulledin 8 4 4 8 8

Arbiter Reorder Fifo Reorder Reorder Fifo
Max Active Trans. 1 1 1 1 1

A call to action. Given an increased momentum toward novel
learning-based algorithms like reinforcement learning and offline-
RL [59], we will likely see many different formulations and variants
developed in the near future. Already, there are various learning
frameworks [7, 24, 27, 39, 42, 61, 80] built over popular ML re-
search infrastructures like Tensorflow [3] and Pytorch [79]. While
novel learning algorithms formulations continue to use Atari-like
games as a test bed, applying them to a real-world problem like
architecture design exploration is challenging. Therefore, there is a
need for open-source frameworks like ArchGym, that enables fair
‘apples-to-apples’ comparison of the efficacy of rapidly evolving
learning algorithms. Finally, a community-standard approach, akin
to traditional cycle-level simulators like gem5 etc., allows dataset ag-
gregation and high-quality dataset creation, which can help create
more data-driven architecture cost models (e.g., proxy ML models).

6.3 Analysis of Designed Hardware

Table 4 demonstrates the designed hardware for a DRAM memory
controller across different agents. We use a memory trace with
random address access (e.g., pointer chasing). The primay goal is to
design a memory controller that achieves a power consumption of
1 Watt. As shown in Table 4, all the agents are able to find at least
one design that satisfies the target power consumption. We observe
that all agents keep the ‘Max Active Trans.’ buffer size minimal with
value of one. Nonetheless, when the buffer sizes are different, for
example ‘Request Buffer’ or ‘Refresh Max Postponed’, the agents
reach to different ‘Page Policy’, ‘Scheduler’, and ‘SchedulerBuffer’
in order to achieve the same power target of 1 Watt.

7 DATASET GENERATION

Our results in Section 6.2 show that a faster architectural model
can unlock novel applications of learning-based algorithms such as
reinforcement learning [51] or data-driven offline reinforcement
learning [89]. Indeed we notice the upward trend of using expensive
learning-based algorithms [51, 64, 89, 100] for design space explo-
ration that solely rely on analytical models [58] or proxy ML-based
cost models [89], thus bypassing slow architectural simulators.

However, like all statistical models, theseML-based proxymodels
are imperfect and suffer high prediction errors for out-of-distribution
data [38]. Thus, even though fast proxymodels enable using learning-
based algorithms (e.g., RL) for architecture design space exploration,
the quality of designs generated from such architecture design space
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data can be leveraged to build a larger and diverse dataset.

exploration needs more scrutiny. For instance, these proxy models
continue to trade off accuracy for speed (see Section 1). Hence, in
this section, we answer the question of how to improve the accuracy
of the proxy model while leveraging the gain in simulation speed.

To that end, creating a unified interface using ArchGym for all
ML agents also allows the creation of datasets that can be used to
design better data-driven ML-based proxy architecture cost models
to improve architecture simulator’s speed. UsingArchGym datasets
from DRAMGym explored across different ML agents, we construct
an proxy cost model for predicting the latency, power, and energy.
Our results show that two things are important to improve the
accuracy of the proxy models: Dataset size and Dataset diversity.
ArchGym methodology seamlessly provides a means to improve
dataset size and diversity.

7.1 Dataset Construction

Fig. 9 shows the dataset aggregation setup using ArchGym. The
information exchange between the agent and the architecture envi-
ronment is logged in a standardized dataset format [77, 81] for each
hyperparameter exploration study. The standardized dataset can be
seamlessly merged (for size) or sampled by an ML agent type (for
diversity) to construct a high-quality, large, and diverse dataset.

Using the setup shown in Fig. 9, we construct four datasets,
namely ‘Dataset 1’, ‘Dataset 2’, ‘Dataset 3’, and ‘Dataset 4’. We
categorize these four datasets into two groups: ‘Diverse dataset’
(DD) and ‘ACO-only Dataset.’ As the name suggests, the data is
sourced frommultiple agents in theDiverse dataset. This data comes
from numerous hyperparameter explorations of ACO, GA, RW, and
BO. Fig. 10-a shows the exact distribution in the composition of
different datasets in Diverse dataset category. In the ACO-only case,
the entire dataset is constructed only from the ACO’s agent. Ideally,
we can use the data from any other agent as well. Also, to construct
the datasets of specific sizes (for example, Dataset 1 size < Dataset
2 size), we use a random sampling utility in pandas to sample these
two categories of datasets.

7.2 High-Fidelity Proxy Model Training

We use Random Forest [11] model to predict the latency, power, and
energy for the data collected from the DRAMGym environment.
Each target (e.g., latency) is predicted by a separate random forest
regression model. The features fed into the random forest model
are the DRAMGym architecture parameters (see Fig. 3 for the list
of parameters). We conducted a random hyperparameter search for
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Figure 10: (a) Dataset characteristics and (b) its corresponding

proxy model RMSE of the proxy model.

each model across every dataset size to obtain models that achieves
the lowest root mean square error (RMSE).

7.3 Implications

Our results show that constructing a high-fidelity proxy cost model
requires not just the quantity of the data but also the diversity of
the dataset. To that end, we analyze the performance of the proxy
cost model as we increase the dataset size without diversity as well
as increasing the dataset size with diversity.
Dataset size matters. Our results demonstrate that the dataset
size plays an important role in the accuracy of the proxy model as
shown in Fig. 10-b (the trend line denoted for ACO Only Dataset).
While this is intuitive, it is important to note that we still need to
rely on slow architecture simulators to collect large datasets, which
hinders large-scale data collection.

ArchGym tackles this problem better since it inherently facili-
tates the aggregation of large data from all the ML agents. Although
one needs to run large sweeps due to the hyperparameter lottery,
we believe each exploration experiment can be a useful artifact.
Whether or not each run results in a better design is inconsequen-
tial since all these exploration data can be aggregated seamlessly
due to its standardization provided by ArchGym. Prior work has
shown that invalid designs and other sources of sub-optimal designs
can be beneficial for architecture design space exploration [89].
Dataset diversity matters. Our results demonstrate that dataset
diversity also plays an important role in improving the accuracy of
the proxy model as shown in Fig. 10-b (denoted by the trend line
for Diverse Dataset). In fact, as the dataset size increases, the effect
of sourcing data from diverse sources (in our case, different agents)
is more pronounced. From aggregating data from DRAMGym, we
observe that, on average, we can reduce the RMSE error by 42×.

Fig. 11 visualizes the RMSE error, comparing the values predicted
by the proxy models (for energy, latency, and power) and the actual
ground truth values obtained from the DRAMSys simulator. We
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Figure 11: Comparison of actual vs predicted values for

the power model between single source dataset and diverse

dataset. For single source, we source all the data from one

ML agent (ACO).

observe a consistent trend where the actual and predicted values are
less correlated when we use a dataset from a single source across
different proxy models. A diverse dataset helps improve coverage
of the design space, thus resulting in a higher correlation.
Narrowing the gap between speed and accuracy. Another key
insight of using ArchGym for dataset aggregation is that we can
bridge the gap between the speed and accuracy of architecture
cost models. Using the dataset aggregated from the DRAMGym
environment using ArchGym, we show that the accuracy of the
proxy model is comparable to the ground truth simulator while
also resulting in 2000× speed up as shown in Fig. 12. These high-
accuracy yet speedy architecture cost models can be used to explore
new and emerging learning-based algorithms such as reinforcement
learning, offline-RL [59], and multi-agent reinforcement learning,
which were limited by the slowness in architectural simulators.

While we demonstrate this using DRAMGym, we believe Arch-
Gym natively provides the much-needed diversity in the dataset
aggregation process for other slower architecture simulators. Fur-
thermore, since all ML agents will have a different policy (see Fig. 2
in Section 4), the way they explore the design space is also different.
Thus, the exploration dataset aggregated through ArchGym across
different ML agents (whether run by an individual researcher or
community-wide adoption followed by aggregation) helps create a
diverse dataset. These key features, in turn, improve the accuracy
of the proxy model.

8 DISCUSSION ON EXTENDING ARCHGYM

Integrating other proxy models. We demonstrate how Arch-
Gym can aid in creation of standardized and diverse datasets, which
can be easily aggregated to balance the trade-off between accuracy
and speed. By utilizing an accurate and high-speed proxy model,
we can augment conventional slower architectural simulators while
retaining their original interfaces. This enables us to leverage ma-
chine learning algorithms, including data-driven offline learning
methods [57] or offline reinforcement learning [59], within Arch-
Gym. Since ArchGym interfaces capture complex data, such as
compiled IR or XLA graphs, we can train other deep learning mod-
els, such as GNNs [55], that achieve high accuracy. Regardless of
the proxy model type, all models can be encapsulated using the
same interface.
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Figure 12: (a) Speed-up of the ML-based proxy cost model

with cycle accurate simulator as the baseline. (b) The RMSE

error for proxy cost model for latency, power, and energy.

Integrating other algorithms. ArchGym provides a unified in-
terface not only for integrating hardware cost models, but also for
integrating search algorithms or industry grade frameworks [32].
Since each search algorithm (or agent) can be represented as a
combination of a policy and hyperparameters (see Section 4), any
new search algorithm can be abstracted and integrated into Arch-
Gym. Additionally, unified search spaces, such as hardware-aware
NAS [60], require querying the hardware cost model (e.g., a simu-
lator or real hardware) for state and receiving feedback based on
optimization objectives. These problems can also be mapped into
ArchGym (see Figure 1).

9 CONCLUSION

ArchGym is an open source gymnasium for ML-aided architecture
design space exploration. Using our framework, we show the exis-
tence of the hyperparameter lottery. Moreover, ArchGym provides
a standardized interface that can be extended and allows for fair
comparison between different ML algorithms for a given archi-
tecture exploration problem. The standard interfaces for all ML
algorithms further enable the creation of diverse datasets that can
be used to explore novel, data-driven offline learning algorithms
and build fast architectural cost models with high-fidelity.
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A ARTIFACT APPENDIX

A.1 Abstract

This section summarizes the artifact evaluation for this work. First, we
provide the check-list for this artifact. Next, we describe the directory
structure for the code. Finally, the installation, experiment workflow,
and evaluation illustrate how to use the artifact to reproduce some of
the key results.

A.2 Artifact check-list (meta-information)

• Algorithm: Random Walker, Ant-Colony optimization, Genetic
Algorithm, Bayesian Optimization, Reinforcement Learning

• Program: Python, Docker, Colab
• Data set: ArchGym dataset for DRAMGym
• OS environment: Ubuntu 18.04
• Hardware: Intel Server CPUs
• Execution: Sole user.
• Metrics: Reward, Normalized Average RMSE, RMSE Error
• Output: Experiments produce outputs in console and generates
log files. The log files will generate trajectory information.

• How much disk space required (approximately)?: 128 GB
• How much time is needed to prepare workflow (approxi-

mately)?: 24 hours
• How much time is needed to complete experiments (approxi-

mately)?: We ran a total of 21,000 experiments across three different
enviornments in distributed cluster inside Google. The scheduling
and parallelization code for cluster level hyperameter sweep is pro-
prietary to Google. However, we provide a simple workflow with
DRAMGym. This is the fastest (less than one week) and something
that can run on local machine within a week and still reproduce
some of the results. The results in Section VII runs on Google colab
and should take less than a day to finish.

• Publicly available?: Yes, will be made public.
• Workflow framework used?: Docker, Google Colab
• Archived (provide DOI)?: 10.5281/zenodo.7791715

A.3 Description

A.3.1 How to access. The code required for artificat evaluation is
hosted here: https://github.com/srivatsankrishnan/iscaae. We have
also published the initial artifact on Zenodo. The Zenodo DOI URL
is: https://doi.org/10.5281/zenodo.7791592

A.3.2 Hardware dependencies. To reproduce some of the results
found in this paper we suggest using commensurate hardware. We
also provide a simple to use colab to reporduce results in Section
VII.

A.3.3 Software dependencies. We provide a dockerized environ-
ment to run the training experiments. The repository has a build
script that will build the docker image with all the dependencies.

A.3.4 Data sets. ArchGym trajectories are available in the reposi-
tory (https://doi.org/10.5281/zenodo.7791592). Upon downloading
and unzipping the repository, the dataset should be under the
‘archgym-trajectory’ folder. The colab has a cell to upload this
dataset to reproduce results in Section VII.

A.4 Installation

A.4.1 Installation for DRAMGym Training. For the ease of artifact
evaluation, we provide sample bash scripts that automate launch-
ing and analyzing experiments. To install the necessary packages
we provide a Docker build script (in iscaae/sims/DRAM/build.sh).
Upon running this script, a docker image with all the software de-
pendencies to run Ant-Colony optimization, Bayesian optimization,
Genetic Algorithm, Reinforcement Learning, and Random Walker
will be created.

Key steps include:

• Download the artifact from: https://doi.org/10.5281/zenodo.
7791592

• This will download a zip file named ‘isca-ae.zip’. Please ex-
tract it. It should have three sub-folders named: ‘archgym-
trajectory’, ‘iscaae’, and ‘colab_notebook’.

• To run the training code for DRAMGym, please first build
the docker image. Please use sudo before the script if you
have not setup the docker for sudoless workflow.
(cd isca-ae/iscaae/sims/DRAM/; ./build.sh)

• Enter the docker image using the following command:
sudo docker run \

–entrypoint /bin/bash \
-it dram_arch_gym

A.4.2 Installation for Proxy Model. All packages necessary to re-
produce the proxy models are preinstalled within Google Colab.
Please upload the python notebook
Reprod_Arch_Gym_Proxy_Models.ipynb

Upload the notebook (cd iscaae/colab_notebook) into a Google
colab workspace The dataset is obtained from training DRAM-
Gym with exhaustive hyperparameter sweeps running over sev-
eral weeks. To artifact evaluation, we provide the trajectories (cd
iscaae/archgymtrajectory) as the starting point for training the
proxy model. Please untar the tarball and load it into the colab.

A.5 Experiment workflow

A.5.1 Training Agents for DRAMGym. ArchGym provides five
agents namely random walker, Ant colony optimization, genetic
algorithm, reinforcement learning, and Bayesian optimization for
architecture design space exploration.

Random Walker Agent. To train a random walker agent with
DRAMGym, please run the following command.

python launch_gcp.py –algo=random_walk
This should start the training and generate log files named

random_walker_logs.
Bayesian Optimization. To train a Bayesian optimizaion agent

with DRAMGym, please run the following command.
python launch_gcp.py –algo=bo
This should start the training and generate log files named

bo_logs.
Ant Colony Optimization. To train a Ant-Colony optimization

agent with DRAMGym, please run the following command.
python launch_gcp.py –algo=aco
This should start the training and generate log files named

aco_logs.

https://github.com/srivatsankrishnan/iscaae
https://doi.org/10.5281/zenodo.7791592
https://doi.org/10.5281/zenodo.7791592
https://doi.org/10.5281/zenodo.7791592
https://doi.org/10.5281/zenodo.7791592
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Reinforcement Learning. To train a reinforcement learning
agent with DRAMGym, please run the following command.

python launch_gcp.py –algo=rl This should start the train-
ing and generate log files named
Algo_ppo_...._rewardscale_false.

Genetic Algorithm. To train a genetic algorithm agent with
DRAMGym, please run the following command.

python launch_gcp.py –algo=ga
This should start the training and generate log files named

ga_logs

A.6 Training Proxy Model

To reproduce the proxy model Figures 10, Figure 11,
and Figure 12 found in section VII, please upload the
Reprod_Arch_Gym_Proxy_Models.ipynb to Google colab. You
will also need to upload the proxy_model_data_subsetṫar.gz
file. However, the steps to upload the tar file are found within the
Reprod_Arch_Gym_Proxy_Models.ipynb itself.

To ensure accurate reproduction of results, follow the steps out-
lined in the .ipynb script sequentially. The script is comprehensive,
encompassing all necessary steps - from data loading and trans-
formation to model training and figure generation. Please refrain
from skipping any cells or executing them out of order. The script
proceeds as follows:

(1) Importing all required dependencies.
(2) Prompting the user to upload the .tar.gz file.
(3) Loading and cleaning the data.
(4) Sampling the data into eight sub-datasets and applying ap-

propriate transformations.
(5) Training energy, power, and latency models for each of the

eight sub-datasets.
(6) Displaying the Mean Squared Error (MSE) for each model

and saving each model.
(7) Loading the saved models and generating the three figures

mentioned above.

A.7 Evaluation and expected results

Hyperparameter Lottery. The goal of hyperameter lottery is to
show that all ML algorithms are equally probable find optimial
solution. For DRAMGym, the goal is to obtain an optimal memory
controller resource allocation that achieves a power target of 1 W
for random memory address trace. The maximum possible reward
(based on the target objective for power in Table III) is 346.02). A
simple grep on the log files for each agent (after the completion of
the experiments) should show that all the agents are able to find the
best design (i.e., 1 Watts). On a normalized reward scale, this should
corresponds to the Fig 4-(a) (Low Power) for ‘random’ memory
trace.

ProxyModel Training. Reproducing the proxymodels involves
training several random forest models, which may take in total
approximately 1-2 hours to complete. Once all models have been
trained and saved, one can expect to reproduce Figures 10, Figure
11, and Figure 12 found in section VII,

A.8 Experiment customization

The ArchGym framework facilitates adding new agents and new
environments, workloads, optimization objectives etc. The open
source versionwill have examples on how to easily integrate custom
architectural cost models and new agents.

A.9 Notes

Please be aware that that current workflow is intended to faciliate
artifact evaluation of this paper on a local machine within one week.
For that purpose, we have shown examples of how to reproduce the
training scripts and results for DRAMGym for one memory trace.
To enable large scale hyperparameter sweep studies for slower
simulator/cost model such as Timeloop and FARSI would require
distributed cluster and significant hardware resources.

Please be aware that supplementary steps, such as data ex-
ploration, hyperparameter tuning, and experimentation with al-
ternative machine learning models, have been omitted from the
Reprod_Arch_Gym_Proxy_Models.ipynb file. This decision was
made to streamline the reproduction process for the figures pre-
sented in Section VII.

A.10 Methodology

Submission, reviewing and badging methodology:

• Artifact Review Badging
• Artifact Submission Guide
• Artifact Reviewing Guidelines
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